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we find the wML by searching the point nulling the partial derivative of ED
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⇔ w>MLΦ> diag(r)Φ = t> diag(r)Φ

⇔ Φ> diag(r)ΦwML = Φ> diag(r)t

⇔ wML = (Φ> diag(r)Φ)−1Φ> diag(r)t

From equations (3.11-12), the noise variance of xn is scaled by rn from β−1 to
(βrn)

−1. Also, one can interpret it as a leverage of data point’s importance by
attributing a larger weight to frequently appearing data. �


